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A New Design Paradigm for Secure

Full-Duplex Multiuser Systems
Van-Dinh Nguyen, Hieu V. Nguyen, Octavia A. Dobre, and Oh-Soon Shin

Abstract—We consider a full-duplex (FD) multiuser system
where an FD base station (BS) is designed to simultaneously serve
both downlink (DL) and uplink (UL) users in the presence of
half-duplex eavesdroppers (Eves). The problem is to maximize the
minimum (max-min) secrecy rate (SR) among all legitimate users,
where the information signals at the FD-BS are accompanied
with artificial noise to debilitate the Eves’ channels. To enhance
the max-min SR, a major part of the power budget should be
allocated to serve the users with poor channel qualities, such
as those far from the FD-BS, undermining the SR for other
users, and thus compromising the SR per-user. In addition, the
main obstacle in designing an FD system is due to the self-
interference (SI) and co-channel interference (CCI) among users.
We therefore propose an alternative solution, where the FD-BS
uses a fraction of the time block to serve near DL users and far
UL users, and the remaining fractional time to serve other users.
The proposed scheme mitigates the harmful effects of SI, CCI and
multiuser interference, and provides system robustness. The SR
optimization problem has a highly nonconcave and nonsmooth
objective, subject to nonconvex constraints. For the case of perfect
channel state information (CSI), we develop a low-complexity
path-following algorithm, which involves only a simple convex
program of moderate dimension at each iteration. We show that
our path-following algorithm guarantees convergence at least to
a local optimum. Then, we extend the path-following algorithm
to the cases of partially known Eves’ CSI, where only statistics
of CSI for the Eves are known, and worst-case scenario in which
Eves can employ a more advanced linear decoder. The merit
of our proposed approach is further demonstrated by extensive
numerical results.

Index Terms—Artificial noise, full-duplex radios, full-duplex
self-interference, fractional time allocation, nonconvex program-
ming, transmit beamforming, physical-layer security.

I. INTRODUCTION

The explosive demand for new services and data traffic is

constantly on the rise, pushing new developments of signal

processing and communication technologies [1]. It is widely

believed that multiple-antenna techniques can offer extra

degrees-of-freedom (DoF) to efficiently allocate resources,
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which helps reduce the bandwidth and/or power while still

maintaining the same quality-of-service (QoS) requirements

[2]. However, the half-duplex (HD) radio, where downlink

(DL) and uplink (UL) transmissions occur orthogonally either

in time or in frequency, leads to under-utilization of radio re-

sources, and may no longer provide substantial improvements

in system performance even if multiple antennas are employed.

By enabling simultaneous transmission and reception on the

same channel, full-duplex (FD) radio, which offers consider-

able potential of doubling the spectral efficiency compared to

its HD counterpart, has arisen as a promising technology for

the fifth generation of mobile communications (5G) [3], [4].

The major challenge in designing an FD radio is to suppress

the self-interference (SI) caused by signal leakage from the

DL transmission to the UL reception on the same device to a

potentially suitable level, such as a few dB above background

noise. Fortunately, recent advances in hardware design have

allowed the FD radio to be implemented at a reasonable

cost while canceling out most of the SI [5]–[8]. Since then,

applying FD radio to a base station (BS) in small cell-based

systems or to an access point in WiFi, in which the transmit

power is relatively low, has been widely considered. FD for

multiple-input multiple-output (MIMO) in single-cell systems

has been investigated to achieve a higher spectral efficiency

[9]–[11], and an extension to multi-cell scenarios has also been

considered in [12]–[14]. Another downside of FD radio in a

typical cellular network is that co-channel interference (CCI)

caused by the UL transmission of UL users severely impairs

the DL reception of DL users. Therefore, it is challenging to

fully capitalize on the benefits that FD radios may bring to

5G wireless networks.

Wireless networks have a very wide range of applications,

and an unprecedented amount of personal and sensitive infor-

mation is transmitted over wireless channels. Consequently,

wireless network security is a crucial issue due to the unalter-

able open nature of the wireless medium. Physical-layer (PHY-

layer) security can potentially provide information privacy

at the PHY-layer by taking advantage of the characteristics

of the wireless medium [15]–[26]. An effective means to

delivering PHY-layer security is to adopt artificial noise (AN)

to degrade the decoding capability of the eavesdropper (Eve)

[16]–[18], such that the confidential messages are useless for

Eve. Notably, with FD radio, we can exploit AN even more

effectively [15].

A. Related Work

In this subsection, we discuss the most recent and relevant

works for PHY-layer security that exploit FD radio. Zheng et

al. [19] proposed a self-protection scheme by exploiting FD

radio at the desired user to simultaneously receive information

http://arxiv.org/abs/1801.00963v3


and transmit AN in point-to-point transmission. The secrecy

rate (SR) optimization was studied in both cases of known

and unknown channel state information (CSI) of the Eve. The

work in [20] considered a MIMO Gaussian wiretap channel

with an FD jamming receiver to secure the DoF. The authors in

[21] extended the prior work to a multiuser scenario, where the

transmitter is equipped with multiple antennas to guarantee the

individual SR for multiple users. However, these approaches

require high hardware complexity of the receivers, which may

be difficult to achieve in practice because the end devices

should be of very low complexity.

By shifting the computational hardware complexity from

the receivers to the BS in cellular networks, FD-BS secure

communications are of great interest thanks to providing

communication secrecy to both UL and DL transmissions. In

[22], joint information and AN beamforming at the FD-BS

was investigated to guarantee PHY-layer security of single-

antenna UL and DL users. However, this work assumed that

there is no SI and CCI, which is highly idealistic. Therefore,

an extension was proposed in [23] by considering both SI

and CCI. The work in [24] analyzed a trade-off between the

DL and UL transmit power in FD systems to secure multiple

DL and UL users. The common technique used in these

works is semi-definite relaxation (SDR) that relaxes nonconvex

constraints to arrive at a semi-definite program (SDP). Though

in-depth results were presented, the beamforming vectors that

are recovered from the covariance matrices of SDR may not

perform effectively, and the dimension of covariance matrices

is relatively large [27]. By leveraging the inner approximation

principle, our previous works in [11] and [28] have recently

proposed path-following algorithms to efficiently address the

nonconvex optimization problems in FD multiuser systems

by solving a sequence of convex programs. These algorithms

completely avoid rank-one constraints and jointly optimize all

optimization variables in a single layer.

B. Motivation and Contributions

Even with recent advances in hardware design for SI cancel-

lation techniques, the harmful effect of residual SI cannot be

neglected if it is not properly controlled, and is proportional to

the DL transmission power. The CCI may become strong and

uncontrolled whenever an UL user is located near DL users.

These shortcomings limit the performance of FD systems [9]–

[14], [24]. In addition, a major part of the FD-BS power

budget allocated to the DL users with poor channel conditions

to improve their QoS will significantly reduce the QoS for

other users due to an increase in both the SI and multiuser

interference (MUI). Recently, non-orthogonal multiple access

(NOMA) [4], [29]–[31] has been introduced to improve the far

users’ (i.e., the cell-edge users) throughput by allowing near

users (i.e., the cell-center users) to access and decode their

intended signals. In other words, far users must sacrifice their

own information privacy in NOMA [29]–[33]. In all aforemen-

tioned work in FD security, the number of transmit antennas

is usually required to be larger than the number of users to

efficiently manage the network interference. Otherwise, the

AN and MUI will impair the channel quality of the desired

users, leading to a significant loss in system performance.

In this paper, we propose a new transmission design to fur-

ther resolve the practical restrictions given above. Specifically,

the near DL users and far UL users are served in a fraction of

the time block, and then FD-BS uses the remaining fractional

time to serve far DL users and near UL users. It is worth noting

that the effects of SI, CCI and MUI are clearly reduced while

the information privacy for far DL users is preserved (all DL

users are allowed to access and decode their intended signals

only). On the other hand, FD-BS can effectively perform trans-

mit beamforming even if the number of DL users exceeds the

number of transmit antennas because the number of users that

are served at the same time is effectively reduced. There are

multiple-antenna Eves that overhear the information signals

from both DL and UL channels. We are concerned with the

problem of jointly optimizing linear precoders/beamformers

at the FD-BS, UL transmit power allocation and fractional

time (FT) to maximize the minimum SR among all legitimate

users subject to power constraints. In general, such a design

problem involves optimization of nonconcave and nonsmooth

objective functions subject to nonconvex constraints, for which

the optimal solution is computationally difficult to find. Note

that SDR cannot be directly applied to such a challenging

problem since the optimization problem resulting from the

SDR is still highly nonconvex. This paper is centered on

the inner approximation framework to directly tackle the

nonconvexity of the considered optimization problem. The

main contributions of this paper are summarized as follows:

1) We propose a new transmission model for FD security to

optimize simultaneous DL and UL information privacy

by exploring user grouping-based FT model, which

helps manage the network interference more effectively

than aiming to focus the interference at Eves.

2) We first assume perfect CSI to realize the potential ben-

efits of our new model, for which a path-following com-

putational procedure is proposed. The core idea behind

our approach is to develop a new inner approximation of

the nonconvex problem, which guarantees convergence

at least to local optima. The convex program solved at

each iteration is of moderate dimension since it does

not require rank-constrained optimization, and thus, its

computation is very efficient.

3) When only the statistics of CSI (SCSI) for Eves are

known, we reformulate the optimization problem by

replacing a nonconvex probabilistic constraint with a

tractable nonconvex constraint which can be further

shaped to have a set of convex constraints.

4) We determine the optimal solution for a worst-case

scenario (WCS) of secure communications, where Eves

adopt a more advanced linear decoder to cancel all

multiuser interference.

5) Extensive numerical results show that the proposed

algorithms converge quite quickly in a few iterations

and greatly improve the SR performance over existing

schemes, i.e., HD, conventional FD and FD-NOMA. It

also confirms the robustness of the proposed approach

against the significant effects of SI and DoF bottleneck.
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Fig. 1. A multiuser system model with an FD-BS serving 2K DL users and
2L UL users in the presence of M Eves.

C. Paper Organization and Notation

The rest of the paper is organized as follows. The system

model and problem statement are given in Section II. Path-

following algorithms based on a convex approximation for

the SR maximization (SRM) problem with known CSI and

statistical CSI of Eves are developed in Section III and Sec-

tion IV, respectively. Section V is devoted to the computation

for the SRM-WCS problem. Numerical results are illustrated

in Section VI, and Section VII concludes the paper.

Notation: Lower-case letters, bold lower-case letters and

bold upper-case letters represent scalars, vectors and matrices,

respectively. XH , XT and X∗ are the Hermitian transpose,

normal transpose and conjugate of a matrix X, respectively.

The trace of a matrix X is denoted by Tr(X). ‖ · ‖F, ‖ · ‖ and

| · | denote a matrix’s Frobenius norm, a vector’s Euclidean

norm and absolute value of a complex scalar, respectively.

IN represents an N × N identity matrix. x ∼ CN (η,Z)
means that x is a random vector following a complex circularly

symmetric Gaussian distribution with mean η and covariance

matrix Z. E{·} denotes the statistical expectation. The no-

tation X � 0 (X ≻ 0) means that matrix X is positive

semi-definite (definite). ℜ{·} represents the real part of the

argument. ∇xf(x) is the gradient of f(x).

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Signal Processing Model

Consider a multiuser communication system illustrated in

Fig. 1, where the FD-BS is equipped with Nt transmit

antennas and Nr receive antennas to simultaneously serve 2K
DL users and 2L UL users, respectively, over the same radio

frequency band. Each legitimate user is equipped with a single

antenna and operates in the HD mode to ensure low hardware

complexity. Both DL and UL transmissions are overheard by

M non-colluding Eves, where Eve m has Ne,m antennas.1

Herein, we use the most natural and efficient divisions of the

coverage area [30], [31]. In particular, users are randomly

placed into two zones, such that there are K DL users and

L UL users located in a zone nearer the FD-BS (referred to

as zone-1 of near users), and K DL users and L UL users are

located in a zone farther from the FD-BS (called zone-2 of far

1The scenario can be easily extended to colluding Eves by incorporating

M Eves into one with
∑M

m=1
Ne,m antennas.

T

τT (1− τ)T

L UL users in Zone-1 FD-BS

FD-BS K DL users in Zone-2

L UL users in Zone-2 FD-BS

Group-1 Group-2

FD-BS K DL users in Zone-1
(1)

(1)

(2)

(2)

Fig. 2. Time slot structure to serve K near DL users and L far UL users
within the duration τT , as well as K far DL users and L near UL users in
the remaining duration (1 − τ)T .

users) [30]. Note that our proposed algorithms can be further

adjusted to the case of different numbers of users located in

each zone.

In this paper, we split each communication time block,

denoted by T , into two sub-time blocks orthogonally, as shown

in Fig. 2. As previously mentioned, in order to mitigate the

harmful effects of SI and CCI, far DL users (near DL users)

and far UL users (near UL users) should be scheduled in a

different time slot. The FD-BS serves the DL users (UL users)

with similar channel conditions, which helps reduce the MUI.

As a consequence, K near DL users and L far UL users

are grouped into group-1 and are served in the first duration

τT (0 < τ < 1), while K far DL users and L near UL

users are grouped into group-2 and are served in the remaining

duration (1 − τ)T . Although each group still operates in

the FD mode, the inter-group interference, i.e., interference

across groups 1 and 2, is perfectly eliminated thanks to the

FT allocation. This is in contrast with the conventional FD

systems which simultaneously serves all UL and DL users.

Without loss of generality, the communication time block T
is normalized to 1. Upon denoting K , {1, 2, · · · ,K} and

L , {1, 2, · · · , L}, the sets of DL and UL users are D , I×K
and U , I × L for I , {1, 2}, respectively. Thus, the k-th

DL user and the ℓ-th UL user in the i-th group are referred to

as DL user (i, k) ∈ D and UL user (i, ℓ) ∈ U , respectively.

1) Received Signal Model at the FD-BS and DL Users:

We consider that the FD-BS deploys a transmit beamformer

wi,k ∈ CNt×1 to transfer the information bearing signal xi,k
with E{|xi,k|2} = 1 to DL user (i, k). Since all UL users

have only a single antenna, they are unable to generate AN for

jamming. To guarantee secure communication in both DL and

UL channels, FD-BS also injects AN signals to interfere with

the reception of the Eves. Hence, the DL transmit signals at the

FD-BS intended for K DL users in zone-i can be expressed

as

xi =
K
∑

k=1

wi,kxi,k + vi, ∀i ∈ I (1)

where vi ∈ CNt×1 is the AN vector whose elements are

zero-mean complex Gaussian random variables, i.e., vi ∼
CN (0,ViV

H
i ) with Vi ∈ CNt×Nt . All channels are assumed

to follow frequency-flat fading, which accounts for the effects

of both large-scale path loss and small-scale fading. The

received signal at DL user (i, k) can be expressed as

yi,k = hHi,kwi,kxi,k +
∑K

j=1,j 6=k
hHi,kwi,jxi,j

+ hHi,kvi +
∑L

ℓ=1
fi,k,ℓρi,ℓx̃i,ℓ + ni,k (2)



where hi,k ∈ CNt×1 is the transmit channel vector from the

FD-BS to DL user (i, k). In (2), the term
∑L
ℓ=1 fi,k,ℓρi,ℓx̃i,ℓ

represents the CCI from L UL users to DL user (i, k),
where fi,k,ℓ ∈ C, ρi,ℓ and x̃i,ℓ with E{|x̃i,ℓ|2} = 1 are

the complex channel coefficient from UL user (i, ℓ) to DL

user (i, k), transmit power and message of UL user (i, ℓ),
respectively. ni,k ∼ CN (0, σ2) denotes the additive white

Gaussian noise (AWGN) at DL user (i, k). By defining τ1 := τ
and τ2 := 1−τ , the information rate decoded by DL user (i, k)
in nats/sec/Hz is given by [28]

CD
i,k(Xi, τi) = τi ln

(

1 +
|hHi,kwi,k|2
ϕi,k(Xi)

)

(3)

where Xi ,
{

wi,Vi,ρi
}

, with wi , {wi,k}k∈K and

ρi , {ρi,ℓ}ℓ∈L, i = 1, 2, are the matrix encompassing

the beamformers/precoders in the DL and transmit power

allocation of all users in the UL in the i-th group, and

ϕi,k(Xi) ,
∑K

j=1,j 6=k
|hHi,kwi,j |2 + ‖hHi,kVi‖2

+
∑L

ℓ=1
ρ2i,ℓ|fi,k,ℓ|2 + σ2.

The received signal at the FD-BS for reception of L UL

users in the i-th group can be expressed as

yi,bs =
∑L

ℓ=1
ρi,ℓgi,ℓx̃i,ℓ +

√
σSI
∑K

k=1
GH

SIwi,kxi,k

+
√
σSIG

H
SIvi + ni,bs (4)

where gi,ℓ ∈ C
Nr×1 is the receive channel vector from UL

user (i, ℓ) to the FD-BS. The term
√
σSI
∑K

k=1 G
H
SIwi,kxi,k

in (4) represents the residual SI after all real-time cancellation

in analog and digital domains [8]; GSI ∈ CNt×Nr denotes a

fading loop channel which impairs the UL signal detection

at the FD-BS due to the concurrent DL transmission and

0 ≤ σSI < 1 is used to model the degree of residual SI

propagation [5]. ni,bs ∼ CN (0, σ2INr
) denotes the AWGN at

the FD-BS. To maximize the information rates of UL users,

we adopt the minimum mean square error and successive inter-

ference cancellation (MMSE-SIC) decoder at the FD-BS [34].

For L UL users in each group, we assume that the decoding

order follows the UL users’ index, i.e., ℓ = 1, 2, · · · , L, with

the Foschini ordering. In other words, the strongest signal is

decoded first, while weakest signal is decoded last to support

the most vulnerable UL users. Hence, the information rate in

decoding UL user (i, ℓ)’s message is given by [28]

CU
i,ℓ(Xi, τi) = τi ln

(

1 + ρ2i,ℓg
H
i,ℓΦi,ℓ(Xi)

−1gi,ℓ

)

(5)

where

Φi,ℓ(Xi) ,
∑L

j>ℓ
ρ2i,jgi,jg

H
i,j + σSI

∑K

k=1
GH

SIwi,kw
H
i,kGSI

+ σSIG
H
SIViV

H
i GSI + σ2INr

.

2) Received Signal Model at Eves: After performing hand-

shaking with the FD-BS, we assume that the Eves are also

aware of the FT τi. The information signals of group-i leaked

out to the m-th Eve during the FT τi can be expressed as2

yi,m = HH
m

(

∑K

k=1
wi,kxi,k + vi

)

+
∑L

ℓ=1
ρi,ℓg

H
m,i,ℓx̃i,ℓ + ne,m (6)

where Hm ∈ CNt×Ne,m and gm,i,ℓ ∈ C1×Ne,m are the wiretap

channel matrix and vector from the FD-BS and UL user

(i, ℓ) to the m-th Eve, respectively. ne,m ∼ CN (0, σ2INe,m
)

denotes the AWGN at Eve m. The worst-case information

(WCI) rates at the m-th Eve, corresponding to the signals

targeted for DL user (i, k) and UL user (i, ℓ), are given by

CED
m,i,k(Xi, τi) = τi ln

(

1 +
‖HH

mwi,k‖2
ψm,i,k(Xi)

)

, (7a)

CEU
m,i,ℓ(Xi, τi) = τi ln

(

1 +
ρ2i,ℓ‖gHm,i,ℓ‖2
χm,i,ℓ(Xi)

)

(7b)

respectively, where

ψm,i,k(Xi) ,
∑K

j=1,j 6=k
‖HH

mwi,j‖2 + ‖HH
mVi‖2F

+
∑L

ℓ=1
ρ2i,ℓ‖gHm,i,ℓ‖2 +Ne,mσ

2,

χm,i,ℓ(Xi) ,
∑K

k=1
‖HH

mwi,k‖2 + ‖HH
mVi‖2F

+
∑L

j=1,j 6=ℓ
ρ2i,j‖gHm,i,j‖2 +Ne,mσ

2.

B. Optimization Problem Formulation

The channel of each legitimate user together with M Eves

form a compound wiretap channel for which the SR expres-

sions of DL user (i, k) and UL user (i, ℓ) can be expressed as

[24], [35]

RD
i,k(Xi, τi) ,

[

CD
i,k(Xi, τi)− max

m∈M
CED
m,i,k(Xi, τi)

]+
, (8a)

RU
i,ℓ(Xi, τi) ,

[

CU
i,ℓ(Xi, τi)− max

m∈M
CEU
m,i,ℓ(Xi, τi)

]+
(8b)

respectively, where M , {1, 2, · · · ,M} and [x]+ ,

max{0, x}.

We aim to jointly optimize the transmit information vectors,

AN matrices ({Xi}i∈I ) and the FT ({τi}i∈I) to maximize the

minimum (max-min) SR among all legitimate users. The SRM

problem with Eves’ WCI rate, referred to as SRM-EWCI for

short, can be mathematically formulated as

maximize
X,τ

min
(i,k)∈D
(i,ℓ)∈U

{

RD
i,k(Xi, τi), R

U
i,ℓ(Xi, τi)

}

(9a)

s.t.

2
∑

i=1

τi

(

K
∑

k=1

‖wi,k‖2 + ‖Vi‖2F
)

≤ Pmax
bs , (9b)

τ1ρ
2
1,ℓ ≤ Pmax

1,ℓ , ∀ℓ ∈ L, (9c)

τ2ρ
2
2,ℓ ≤ Pmax

2,ℓ , ∀ℓ ∈ L, (9d)

ρ1,ℓ ≥ 0, ρ2,ℓ ≥ 0, ∀ℓ ∈ L, (9e)

τ1 > 0, τ2 > 0, τ1 + τ2 ≤ 1 (9f)

where X , {X1,X2} and τ , {τ1, τ2}. Constraint (9b)

means that the total transmit power at the FD-BS, which

2Note that if the Eves are not aware of the FT τi, the received signals at
Eve m in (6) will include the inter-group interference, which leads to a lower
bound on the information rate of the Eves. Such a design would be unfair to
the Eves, and therefore, we do not pursue this here.



is allocated across different time fractions, does not exceed

the power budget, Pmax
bs , while constraints (9c) and (9d) are

individual transmit power at UL user (i, ℓ) in its service

time, with Pmax
i,ℓ being the power budget (see e.g., [11], [28],

[36] for these realistic power constraints). Finding an optimal

solution to the SRM-EWCI problem (9) is challenging because

the objective (9a) is nonconcave and constraints (9b)-(9d) are

also nonconvex due to coupling between X and τ .

Remark 1: In a practical scenario, the DL and UL traffic

demands in current generation wireless networks are typically

asymmetric. Another optimization problem of interest is to

maximize the minimum SR of DL users subject to the SR

constraints of UL users as follows:

maximize
X,τ

min
(i,k)∈D

{

RD
i,k(Xi, τi)

}

(10a)

s.t. (9b) − (9f), (10b)

RU
i,ℓ(Xi, τi) ≥ R̄

U
i,ℓ, ∀(i, ℓ) ∈ U (10c)

where the QoS constraints in (10c) set a minimum SR require-

ment R̄Ui,ℓ at UL user (i, ℓ). It should be emphasized that the

systematic approach in this paper is expected to be applicable

for such a problem (this will be elaborated in Section VI).

III. PROPOSED METHOD WITH KNOWN CSI

In this section, the CSI of the users (including Eves) is

assumed to be perfectly known at the transmitters. Channel

reciprocity of UL and DL channels in time division duplex

(TDD) mode can be adopted for small cell systems as those

considered in this paper. The channels for all users (with

a low degree of mobility) can be acquired at the FD-BS

by requesting them to send pilot signals to the FD-BS, and

thus these estimated channels can be assumed to be perfectly

available [9], [28]. Likewise, the CSI between an UL user and

the receivers (DL users and Eves) can be estimated through

TDD since any transmitted signal includes short-training and

long-training sequences (e.g., a part of preamble). This way,

any UL user can overhear and estimate the channels from

DL users and Eves, and then these estimated channels can be

acquired at the FD-BS by polling each UL user. After CSI

acquisition, we assume that only 2K DL users and 2L UL

users are scheduled to be simultaneously served as in IEEE

802.11ac. Herein, M unscheduled users are not necessarily

malicious, but are untrusted users. Thus, M unscheduled users

are treated as eavesdroppers but with perfectly known CSI.

A. Equivalent Transformations for (9)

To solve the max-min SR problem in (9), we present a path-

following algorithm under which each iteration invokes only

a simple convex program of low computational complexity.

Toward a tractable form, several proper transformations need

to be invoked. Let us start by expressing (9) equivalently as

maximize
X,τ ,η

η (11a)

s.t. (9b), (9c), (9d), (9e), (9f), (11b)

RD
i,k(Xi, τi) ≥ η, ∀(i, k) ∈ D, (11c)

RU
i,ℓ(Xi, τi) ≥ η, ∀(i, ℓ) ∈ U . (11d)

where η is an additional variable to achieve the SR fairness

among all DL and UL users. Note that the equivalence between

(9) and (11) can be readily verified by checking that constraints

(11c)-(11d) must hold with equality at optimum. We now

provide a sketch of the proof to verify (11c), and other

constraints follow immediately. Suppose that RD
i,k(Xi, τi) > η

for some (i, k). Then, there may exist a positive constant

∆η > 0 to satisfy RD
i,k(Xi, τi) = η +∆η. As a consequence,

η + ∆η is also feasible for (11) but yielding a strictly larger

objective, and thus, this is a contradiction with the optimality

assumption. By observing that the objective function (11a) is

monotonic in its argument, the main difficulty in solving (11)

is due to the nonconvex constraints (11c) and (11d). To provide

a minorant of the SR, we further rewrite (11) as follows:

maximize
X,τ ,η,Γ

η (12a)

s.t. (9b), (9c), (9d), (9e), (9f), (12b)

CD
i,k(Xi, τi)− ΓD

i,k ≥ η, ∀(i, k) ∈ D, (12c)

CED
m,i,k(Xi, τi) ≤ ΓD

i,k, ∀m ∈ M, (i, k) ∈ D, (12d)

CU
i,ℓ(Xi, τi)− ΓU

i,ℓ ≥ η, ∀(i, ℓ) ∈ U , (12e)

CEU
m,i,ℓ(Xi, τi) ≤ ΓU

i,ℓ, ∀m ∈ M, (i, ℓ) ∈ U (12f)

where Γ ,
{

ΓD
i,k,Γ

U
i,ℓ

}

i∈I,k∈K,ℓ∈L
are newly introduced vari-

ables to tackle the maximum allowable rate of the Eves [25].

However, problem (12) still remains intractable since it is

not amendable to a direct application of the inner approxima-

tion method. To this end, we make the variable change:

τ1 =
1

α1
and τ2 =

1

α2
(13)

to equivalently rewrite (9f) by the following convex constraint

1

α1
+

1

α2
≤ 1, ∀αi > 1, i ∈ I (14)

where α , {α1, α2} are new variables. Using (13), constraints

(12c) and (12e) become

CD
i,k(Xi, αi) ,

ln
(

1 +
|hH

i,kwi,k|
2

ϕi,k(Xi)

)

αi
≥ η + ΓD

i,k, ∀i, k, (15a)

CU
i,ℓ(Xi, αi) ,

ln
(

1 + ρ2i,ℓg
H
i,ℓΦi,ℓ(Xi)

−1gi,ℓ

)

αi
≥ η + ΓU

i,ℓ, ∀i, ℓ. (15b)

Analogously, constraints (12d) and (12f) become

CED
m,i,k(Xi, αi) ,

ln
(

1 +
‖HH

mwi,k‖
2

ψm,i,k(Xi)

)

αi
≤ ΓD

i,k, ∀m, i, k, (16a)

CEU
m,i,ℓ(Xi, αi) ,

ln
(

1 +
ρ2i,ℓ‖g

H
m,i,ℓ‖

2

χm,i,ℓ(Xi)

)

αi
≤ ΓU

i,ℓ, ∀m, i, ℓ. (16b)

From (15) and (16), and substituting (13) and (14) into (9b)-



(9d), the optimization problem (12) is re-expressed as

maximize
X,η,Γ,α

η (17a)

s.t. (9e), (14), (15), (16), (17b)

(

1− 1

α2

)(

K
∑

k=1

‖w1,k‖2 + ‖V1‖2F
)

+
1

α2

(

K
∑

k=1

‖w2,k‖2 + ‖V2‖2F
)

≤ Pmax
bs , (17c)

(

1− 1

α2

)

ρ21,ℓ ≤ Pmax
1,ℓ , ∀ℓ ∈ L, (17d)

1

α2
ρ22,ℓ ≤ Pmax

2,ℓ , ∀ℓ ∈ L. (17e)

Notice that 1/α1 + 1/α2 = 1 must hold at optimum, which

means that the optimization problem (17) is equivalent to (12),

and the optimal solution for τ is recovered by (13).

B. Proposed Convex Approximation-Based Path-Following

Method

We are now in a position to approximate the equivalent for-

mulation in (17). Note that except for (9e), (14) and (17e), the

rest of the constraints are nonconvex. The proposed algorithm

is mainly based on an inner approximation framework [37]

under which the nonconvex parts are completely exposed.

Approximation of Constraints (15): To develop a convex

approximation, we first introduce the following approximation

of function ζ(γ, t) , ln(1+γ)/t at a feasible point (γ(κ), t(κ)):

ζ(γ, t) ≥ A
(κ) − B

(κ) 1

γ
− C

(κ)t,

∀γ > 0, γ(κ) > 0, t > 0, t(κ) > 0 (18)

where

A
(κ) , 2ζ(γ(κ), t(κ)) +

γ(κ)

t(κ)(γ(κ) + 1)
,

B
(κ) ,

(γ(κ))2

t(κ)(γ(κ) + 1)
, C(κ) ,

ζ(γ(κ), t(κ))

t(κ)
.

The proof of (18) is given in Appendix A. In the spirit of

[38], for w̄i,k = e−jarg(h
H
i,kwi,k)wi,k with j =

√
−1, it

follows that |hHi,kwi,k| = hHi,kw̄i,k = ℜ{hHi,kw̄i,k} ≥ 0

and |hHi′,k′wi,k| = |hHi′,k′w̄i,k| for all (i′, k′) 6= (i, k). Thus,

γDi,k(Xi) , |hHi,kwi,k|2/ϕi,k(Xi) can be equivalently replaced

by

γDi,k(Xi) =

(

ℜ{hHi,kwi,k}
)2

ϕi,k(Xi)
, ∀(i, k) ∈ D (19)

with the condition

ℜ{hHi,kwi,k} ≥ 0, ∀(i, k) ∈ D. (20)

By using (18), at a feasible point (X
(κ)
i , α

(κ)
i ) found at the

(κ-1)-th iteration CD
i,k(Xi, αi) in (15a) is lower bounded by

ln
(

1 + γDi,k(Xi)
)

αi
≥ A

(κ)
i,k − B

(κ)
i,k

ϕi,k(Xi)
(

ℜ{hHi,kwi,k}
)2 − C

(κ)
i,kαi (21)

where

A
(κ)
i,k , 2

ln
(

1 + γDi,k(X
(κ)
i )
)

α
(κ)
i

+
γDi,k(X

(κ)
i )

α
(κ)
i

(

γDi,k(X
(κ)
i ) + 1

)

,

B
(κ)
i,k ,

(

γDi,k(X
(κ)
i )
)2

α
(κ)
i

(

γDi,k(X
(κ)
i ) + 1

)

, C
(κ)
i,k ,

ln
(

1 + γDi,k(X
(κ)
i )
)

(α
(κ)
i )2

.

We make use of the following inequality

‖x‖2 ≥ 2ℜ{(x(κ))Hx} − ‖x(κ)‖2 (22)

with ∀x ∈ CN ,x(κ) ∈ CN , due to the convexity of the

function ‖x‖2 to further expose the hidden convexity of the

right-hand side (RHS) of (21) as

ln
(

1 + γDi,k(Xi)
)

αi
≥ A

(κ)
i,k − B

(κ)
i,k

ϕi,k(Xi)

θ
(κ)
i,k (wi,k)

− C
(κ)
i,kαi

:= C
D,(κ)
i,k (Xi, αi) (23)

over the trust region

2ℜ{hHi,kwi,k} − ℜ{hHi,kw(κ)
i,k } > 0, ∀(i, k) ∈ D (24)

where

θ
(κ)
i,k (wi,k) , ℜ{hHi,kw(κ)

i,k }
(

2ℜ{hHi,kwi,k} − ℜ{hHi,kw(κ)
i,k }

)

.

Note that C
D,(κ)
i,k (Xi, αi) is a lower bounding concave function

of CD
i,k(Xi, αi), which also satisfies

C
D,(κ)
i,k

(

X
(κ)
i , α

(κ)
i

)

=
1

α
(κ)
i

ln
(

1 + γDi,k(X
(κ)
i )
)

. (25)

As a result, (15a) can be iteratively replaced by the following

inequality:

C
D,(κ)
i,k (Xi, αi) ≥ η + ΓD

i,k, ∀(i, k) ∈ D. (26)

By defining γUi,ℓ(Xi) , ρ2i,ℓg
H
i,ℓΦi,ℓ(Xi)

−1gi,ℓ, the left-

hand side (LHS) of (15b) is lower bounded at the feasible

point
(

X
(κ)
i , α

(κ)
i

)

as

ln
(

1 + γUi,ℓ(Xi)
)

αi
≥ Ã

(κ)
i,ℓ + B̃

(κ)
i,ℓ ρi,ℓ −

φ
(κ)
i,ℓ

(

Xi

)

α
(κ)
i

− C̃
(κ)
i,ℓ αi

:= C
U,(κ)
i,ℓ (Xi, αi) (27)

where

Ã
(κ)
i,ℓ ,

2 ln
(

1 + γUi,ℓ(X
(κ)
i )
)

− γUi,ℓ(X
(κ)
i )

α
(κ)
i

,

B̃
(κ)
i,ℓ ,

2γUi,ℓ(X
(κ)
i )

ρ
(κ)
i,ℓ α

(κ)
i

, C̃
(κ)
i,ℓ ,

ln
(

1 + γUi,ℓ(X
(κ)
i )
)

(

α
(κ)
i

)2 ,

φ
(κ)
i,ℓ

(

Xi

)

,

L
∑

j=ℓ

ρ2i,jg
H
i,jΩ

(κ)
i,ℓ gi,j + σ2Tr

(

Ω
(κ)
i,ℓ

)

+

σSITr
(

VH
i GSIΩ

(κ)
i,ℓ G

H
SIVi

)

+ σSI

K
∑

k=1

wH
i,kGSIΩ

(κ)
i,ℓ G

H
SIwi,k,

Ω
(κ)
i,ℓ , Φi,ℓ

(

X
(κ)
i

)−1 −Φi,ℓ−1

(

X
(κ)
i

)−1 � 0.

It follows from (27) that C
U,(κ)
i,ℓ (Xi, αi) is a concave func-

tion, which agrees with CU
i,ℓ(Xi, αi) at the feasible point



(

X
(κ)
i , α

(κ)
i

)

as

C
U,(κ)
i,ℓ

(

X
(κ)
i , α

(κ)
i

)

=
1

α
(κ)
i

ln
(

1 + γUi,ℓ(X
(κ)
i )
)

. (28)

Thus, constraint (15b) can be iteratively replaced by

C
U,(κ)
i,ℓ

(

Xi, αi
)

≥ η + ΓU
i,ℓ, ∀(i, ℓ) ∈ U . (29)

Approximation of Constraints (16): Notice that the LHSs

of (16) are neither convex nor concave with respect to (w.r.t.)

(Xi, αi). For a given feasible point x(κ), the following in-

equality holds true:

ln(1 + x) ≤ a(x(κ)) + b(x(κ))x, ∀x(κ) ≥ 0, x ≥ 0 (30)

where

a(x(κ)) , ln(1 + x(κ))− x(κ)

1 + x(κ)
, b(x(κ)) ,

1

1 + x(κ)
,

which is a result of the concavity of the function ln(1 +
x). In the sequel, we develop an upper bound of the

LHSs of (16). Let us consider (16a) first. For γ
ED,(κ)
m,i,k ,

‖HH
mw

(κ)
i,k ‖2/ψm,i,k(X

(κ)
i ) at a feasible point X

(κ)
i and using

(30), its LHS is upper bounded by

ln
(

1 +
‖HH

mwi,k‖
2

ψm,i,k(Xi)

)

αi
≤

a(γ
ED,(κ)
m,i,k )

αi
+b(γ

ED,(κ)
m,i,k )

‖HH
mwi,k‖2

αiψm,i,k(Xi)
.

(31)

We then introduce new variables µm,i,k > 0, ∀m, i, k, to

decompose (16a) into a set of the following constraints:

C
ED,(κ)
m,i,k (Xi, αi, µm,i,k) ≤ ΓD

i,k, ∀m, i, k, (32a)

µm,i,k ≤ αiψm,i,k(Xi), ∀m, i, k (32b)

where (32a) is a convex constraint, and

C
ED,(κ)
m,i,k (Xi, αi, µm,i,k) :=

a(γ
ED,(κ)
m,i,k )

αi

+ b(γ
ED,(κ)
m,i,k )

‖HH
mwi,k‖2
µm,i,k

.

For the nonconvex constraint (32b), we can express it in more

tractable form as

Fm,i,k(Xi, αi, µm,i,k) ≤ Ne,mσ
2 (33)

where

Fm,i,k(Xi, αi, µm,i,k) ,
µm,i,k
αi

−
[

ψm,i,k(Xi)−Ne,mσ
2
]

.

Let us define F
(κ)
m,i,k(Xi, αi, µm,i,k) to be the convex approx-

imation of Fm,i,k(Xi, αi, µm,i,k) at (X
(κ)
i , α

(κ)
i , µ

(κ)
m,i,k), of

which the derivation is given in Appendix B. As a conse-

quence, the convex approximation of (33) reads as

F
(κ)
m,i,k(Xi, αi, µm,i,k) ≤ Ne,mσ

2, ∀m, i, k. (34)

Moreover, at the feasible point
(

X
(κ)
i , α

(κ)
i , µ

(κ)
m,i,k

)

, it is also

true that

C
ED,(κ)
m,i,k

(

X
(κ)
i , α

(κ)
i , µ

(κ)
m,i,k

)

=
ln
(

1 + γ
ED,(κ)
m,i,k

)

α
(κ)
i

(35)

since the inequality (32b) must hold with equality at optimum.

Similarly, constraint (16b) is iteratively approximated by

C
EU,(κ)
m,i,ℓ (Xi, αi, µ̃m,i,ℓ) ≤ ΓU

i,ℓ, ∀m, i, ℓ (36)

with the additional convex constraint

P
(κ)
m,i,ℓ(Xi, αi, µ̃m,i,ℓ) ≤ Ne,mσ

2, ∀m, i, ℓ (37)

where µ̃m,i,ℓ > 0, ∀m, i, ℓ, are new variables, and

C
EU,(κ)
m,i,ℓ (Xi, αi, µ̃m,i,ℓ) :=

a(γ
EU,(κ)
m,i,ℓ )

αi

+ b(γ
EU,(κ)
m,i,ℓ )

ρ2i,ℓ‖gHm,i,ℓ‖2
µ̃m,i,ℓ

,

for γ
EU,(κ)
m,i,ℓ ,

(

ρ
(κ)
i,ℓ

)2‖gHm,i,ℓ‖2/χm,i,ℓ
(

X
(κ)
i

)

. The function

P
(κ)
m,i,ℓ(Xi, αi, µ̃m,i,ℓ) in (37) is the convex approximation of

Pm,i,ℓ(Xi, αi, µ̃m,i,ℓ) ,
µ̃m,i,ℓ
αi

−
[

χm,i,ℓ(Xi)−Ne,mσ
2
]

,

of which the derivation is given in Appendix B.

Inner Approximation of Power Constraints (17c) and (17d):

Owing to the convexity of functions ‖x‖2/t, we have [28]

‖x‖2
t

≥ 2ℜ{(x(κ))Hx}
t(κ)

− ‖x(κ)‖2
(t(κ))2

t (38)

with ∀x ∈ C
N ,x(κ) ∈ C

N , t > 0, t(κ) > 0. We make use of

the inequality (38) to obtain inner convex approximations for

nonconvex constraints (17c) and (17d) as

K
∑

k=1

‖w1,k‖2 + ‖V1‖2F +
1

α2

(

K
∑

k=1

‖w2,k‖2 + ‖V2‖2F
)

+

(

K
∑

k=1

‖w(κ)
1,k‖2 + ‖V(κ)

1 ‖2F
) α2

(α
(κ)
2 )2

−
(

K
∑

k=1

ℜ
{

(w
(κ)
1,k)

Hw1,k

}

+ ℜ
{

Tr
(

(V
(κ)
1 )HV1

)

} ) 2

α
(κ)
2

≤ Pmax
bs , (39a)

ρ21,ℓ −
2ρ

(κ)
1,ℓ

α
(κ)
2

ρ1,ℓ +
(ρ

(κ)
1,ℓ )

2

(α
(κ)
2 )2

α2 ≤ Pmax
1,ℓ , ∀ℓ ∈ L. (39b)

Bearing all the above in mind, the following convex program

is solved at the κ-th iteration:

maximize
X,η,Γ,α,µ

η (40a)

s.t. (9e), (14), (17e), (20), (24), (26),

(29), (32a), (34), (36), (37), (39), (40b)

µm,i,k > 0, µ̃m,i,ℓ > 0, ∀m, i, k, ℓ (40c)

where µ , {µm,i,k, µ̃m,i,ℓ}m∈M,i∈I,k∈K,ℓ∈L represents the

collection of the auxiliary variables. A pseudo code-based

path-following procedure used to solve (9) is given in Algo-

rithm 1. After solving (40), we update the involved variables

until convergence, i.e., until the difference between two suc-

cessive values of the objective is less than a given threshold

ǫ.

Practical Implementations: The first step of Algorithm 1

requires a feasible point (X(0),α(0),µ(0)) of (17) to success-

fully initialize the computational procedure, which is difficult

to find in general. To circumvent this problem, initialized

by any feasible (X(0),α(0)) to the convex constraints {(9e),

(14), (17e), (20), (24), (26), (29), (39)}, the following convex



Algorithm 1: Proposed Path-Following Algorithm to

Solve SRM-EWCI (9)

Initialization: Set κ := 0 and solve (41) to generate an

initial feasible point (X(0),α(0),µ(0)).
1: repeat

2: Solve (40) to obtain the optimal solution

(X⋆, η⋆,Γ⋆,α⋆,µ⋆).

3: Update X(κ+1) := X⋆,α(κ+1) := α⋆,µ(κ+1) := µ⋆.

4: Set κ := κ+ 1.
5: until Convergence

program

maximize
X,η,Γ,α

{η − η̄min} (41a)

s.t. (9e), (14), (17e), (20), (24), (26), (29), (39) (41b)

without imposing Eves’ constraints, is successively solved

until reaching: {η − η̄min} ≥ 0. Herein, η̄min > 0 is a given

value to further improve the convergence speed of solving

(17). The initial feasible µ(0) is then found by calculating:

µ
(0)
m,i,k = α

(0)
i ψm,i,k(X

(0)
i ) and µ̃

(0)
m,i,ℓ = α

(0)
i χm,i,ℓ(X

(0)
i ).

We have numerically observed that it usually takes about 2

iterations to generate an initial feasible point of (17).

C. Convergence and Complexity Analysis

For the sake of notational convenience, let us define the set

of optimization variables Ψ(κ), the feasible set V(κ), and the

objective η(κ) of the problem (40) at the κ-th iteration by

Ψ(κ) , {X, η,Γ,α,µ} ,
V(κ) ,

{

Ψ(κ)
∣

∣s.t. (40b) and (40c)
}

,

η(κ) ,
{

max η
∣

∣s.t. Ψ(κ) ∈ V(κ)
}

,

respectively.

Proposition 1: The feasible set V(κ) of the optimization

problem (40) is also feasible for (17) (and hence the original

problem (9)).

Proof: See Appendix C.

From Proposition 1, it is ready to show the convergence of

Algorithm 1, which is stated as the following proposition.

Proposition 2: Algorithm 1 yields a non-decreasing se-

quence of the objective, i.e. η(κ+1) ≥ η(κ). After finitely many

iterations, Algorithm 1 converges to the Karush-Kuhn-Tucker

(KKT) point of (17) (and hence (9)).

Proof: See Appendix D.

Complexity Analysis: The computational complexity of solv-

ing (40) in each iteration is only polynomial in the number of

constraints and optimization variables. To see this, the convex

problem (40) involves (4M + 6)(K + L) + 2 linear and

quadratic constraints, and y , 2N2
t + 2(Nt +M + 1)K +

2(M +2)L+3 scalar real variables. The complexity required

to solve (40) is thus O
(

(

(4M+6)(K+L)+2
)2.5(

y2+(4M+

6)(K + L) + 2
)

)

.

IV. SECURE TRANSMISSION DESIGN WITH SCSI ON EVES

The perfect instantaneous CSI of the Eves may be diffi-

cult to obtain in some cases. For instance, Eves can move

to another location to wiretap confidential messages more

effectively by protecting its visibility from transmitters without

exposing its CSI or they are passive users. As a result, the CSI

of Eves may change, and thus, FD-BS and UL users can only

estimate Eves’ channel statistics based on their last known

CSI. In this section, we consider the case in which the FD-

BS and UL users have perfect CSI of all legitimate users as

explained in Section III, but only the statistics of CSI for Eves

(i.e., the first-order and second-order statistics) [16], [21] as

follows:

H̄m = E
{

HmHH
m

}

, ∀m ∈ M,

ḡm,i,ℓ = E
{

gm,i,ℓg
H
m,i,ℓ

}

, ∀m ∈ M, (i, ℓ) ∈ U . (42)

Upon the above settings and similar to (17), the SRM

problem (9) with SCSI for Eves, called SRM-SCSI, can be

re-expressed as

maximize
X,η,Γ,α

η (43a)

s.t. (9e), (14), (15), (17c), (17d), (17e), (43b)

max
m∈M

CED
m,i,k(Xi, αi) ≤ ΓD

i,k, ∀(i, k) ∈ D, (43c)

max
m∈M

CEU
m,i,ℓ(Xi, αi) ≤ ΓU

i,ℓ, ∀(i, ℓ) ∈ U . (43d)

We note that problem (43) is also nonconvex and more compu-

tationally difficult than solving (17). Fortunately, it is clear that

the convex approximations presented in Section III are useful

to obtain a solution to (43). To be specific, the nonconvex

constraints in (15) were convexified by (26) and (29), while

(17c) and (17d) were innerly approximated by the convex

constraints (39a) and (39b), respectively. The main obstacle

to solving (43) is to handle (43c) and (43d). Besides, it may

not be possible to design a completely secure solution because

SCSI for Eves is unbounded and random. Toward a safe design

[18], [26], we consider the replacement of constraints (43c)

and (43d) by their minimum outage requirement as

maximize
X,η,Γ,α

η (44a)

s.t. (9e), (14), (15), (17c), (17d), (17e), (44b)

Prob

(

max
m∈M

CED
m,i,k(Xi, αi) ≤ ΓD

i,k

)

≥ ǫi,k, ∀(i, k) ∈ D, (44c)

Prob

(

max
m∈M

CEU
m,i,ℓ(Xi, αi) ≤ ΓU

i,ℓ

)

≥ ǫ̃i,ℓ, ∀(i, ℓ) ∈ U . (44d)

It is stated that the probabilities of Eves’ maximum allowable

rates targeted for DL user (i, k) and UL user (i, ℓ) should

be greater than or equal to certain constants ǫi,k and ǫ̃i,ℓ,
respectively. In fact, ǫi,k and ǫ̃i,ℓ are required to be close to

1 to provide secure communications. To evaluate (44c) and

(44d), we first introduce the following lemma.

Lemma 1: Assuming all Eves have the same channel prop-

erties and they are independent, (44c) and (44d) are converted

to the following constraints:

wH
i,kH̄mwi,k

eαiΓD
i,k − 1

≤ ψ̄m,i,k(Xi) +
(

1− ǫ
1/M
i,k

)

Ne,mσ
2,

∀m ∈ M, (i, k) ∈ D, (45)



and

ρ2i,ℓḡm,i,ℓ

eαiΓU
i,ℓ − 1

≤ χ̄m,i,ℓ(Xi) +
(

1− ǫ̃
1/M
i,ℓ

)

Ne,mσ
2,

∀m ∈ M, (i, ℓ) ∈ U (46)

where

ψ̄m,i,k(Xi) , Q̄m,i(Xi)−wH
i,kH̄mwi,k,

χ̄m,i,ℓ(Xi) , Q̄m,i(Xi)− ρ2i,ℓḡm,i,ℓ,

Q̄m,i(Xi) ,
∑K

k′=1
wH
i,k′H̄mwi,k′ +Tr

(

VH
i H̄mVi

)

+
∑L

ℓ′=1
ρ2
i,ℓ′
ḡm,i,ℓ′ .

Proof: See Appendix E.

We note that constraint (45) is still nonconvex but can be

further shaped to take the equivalent form:

wH
i,kH̄mwi,k

βDi,k
≤ ψ̄m,i,k(Xi) +

(

1− ǫ
1/M
i,k

)

Ne,mσ
2, (47a)

βDi,k ≤ eαiΓ
D
i,k − 1 ⇔

ln(1 + βDi,k)

αi
≤ ΓD

i,k (47b)

where βDi,k > 0, ∀(i, k) ∈ D are new variables. For (47a), its

LHS is a quadratic-over-affine function (which is convex) and

the first term of the RHS is a quadratic function. Then, we

iteratively replace (47a) by

wH
i,kH̄mwi,k

βDi,k
≤ ψ̄

(κ)
m,i,k(Xi) +

(

1− ǫ
1/M
i,k

)

Ne,mσ
2,

∀m ∈ M, (i, k) ∈ D (48)

where ψ̄
(κ)
m,i,k(Xi) is the inner approximation of ψ̄m,i,k(Xi)

using (22) as

ψ̄
(κ)
m,i,k(Xi) = Q̄

(κ)
m,i(Xi)− 2ℜ

{(

w
(κ)
i,k

)H
H̄mwi,k

}

+ (w
(κ)
i,k )

HH̄mw
(κ)
i,k ,

and Q̄
(κ)
m,i(Xi) is obtained by taking the expectation operations

on each individual random terms of Q
(κ)
m,i(Xi) given in (B.2)

w.r.t. (42). By using (30), (47b) holds that

a(β
D,(κ)
i,k )

αi
+ b(β

D,(κ)
i,k )

βDi,k
αi

≤ ΓD
i,k. (49)

For W(βDi,k, αi) , βDi,k/αi and applying (B.1) yields

W(βDi,k, αi) ≤ 1

2

(

(βDi,k)
2

β
D,(κ)
i,k

1

α
(κ)
i

+ β
D,(κ)
i,k

1

2αi − α
(κ)
i

)

:= W(κ)(βDi,k, αi). (50)

As a result, the following inequality holds

a(β
D,(κ)
i,k )

αi
+ b(β

D,(κ)
i,k )W(κ)(βDi,k, αi) ≤ ΓD

i,k, ∀(i, k) ∈ D (51)

which is the convex approximation of (49).

By following steps (47)-(51), we equivalently decompose

Algorithm 2: Proposed Path-Following Algorithm to

Solve SRM-SCSI (44)

Initialization: Set κ := 0 and generate an initial feasible

point (X(0),α(0),β(0)).
1: repeat

2: Solve (53) to obtain the optimal solution

(X⋆, η⋆,Γ⋆,α⋆,β⋆).

3: Update X(κ+1) := X⋆,α(κ+1) := α⋆,β(κ+1) := β⋆.

4: Set κ := κ+ 1.
5: until Convergence

(46) into a set of the following convex constraints:

ρ2i,ℓḡm,i,ℓ

βUi,ℓ
≤ χ̄

(κ)
m,i,ℓ(Xi) +

(

1− ǫ̃
1/M
i,ℓ

)

Ne,mσ
2,

∀m ∈ M, (i, ℓ) ∈ U , (52a)

a(β
U,(κ)
i,ℓ )

αi
+ b(β

U,(κ)
i,ℓ )W(κ)(βUi,ℓ, αi) ≤ ΓU

i,ℓ, ∀(i, ℓ) ∈ U (52b)

where βUi,ℓ > 0, ∀(i, ℓ) ∈ U are new variables, and χ̄
(κ)
m,i,ℓ(Xi)

is the inner approximation of χ̄m,i,ℓ(Xi) by using (22), which

is given as

χ̄
(κ)
m,i,ℓ(Xi) = Q̄

(κ)
m,i(Xi)−

(

2ρ
(κ)
i,ℓ ρi,ℓ −

(

ρ
(κ)
i,ℓ

)2
)

ḡm,i,ℓ.

In summary, the following convex program, which is an

inner approximation of (44), is solved at the κ-th iteration:

maximize
X,η,Γ,α,β

η (53a)

s.t. (9e), (14), (17e), (20), (24), (26),

(29), (39), (48), (51), (52), (53b)

βDi,k > 0, βUi,ℓ > 0, ∀(i, k) ∈ D, (i, ℓ) ∈ U (53c)

where β , {βDi,k, βUi,ℓ}i∈I,k∈K,ℓ∈L. The proposed Algorithm

2 outlines the steps to solve (44). Specifically, we solve the

convex program (53) in step 2 to obtain the optimal solution

denoted by (X⋆, η⋆,Γ⋆,α⋆,β⋆) and update (X⋆,α⋆,β⋆) as

the feasible point for the next iteration in step 3 of Algorithm

2 until convergence. An initial feasible point to solve (44) is

easily found using the same method reported in Section III.

Remark 2: An important remark here is that the feasible

point for (53) is also feasible for problem (44) but not vice

versa because the results in (45) and (46) are obtained by

using the Markov upper bound on the outage probabilities for

DL and UL users (see Appendix E). Thus, the performance

under the proposed method serves as a lower bound on the

SR performance, which also coincides with the conclusion in

[26].

V. SECURE TRANSMISSION DESIGN UNDER WORST-CASE

SCENARIO

By introducing AN into a network, the signal strength

distribution is essentially affected. The Eves can learn that

additional interference is caused by AN, i.e., conduct a char-

acterization of the average power of the received signals and

classify their shape (whether a poor wiretap link quality is due

to jamming) [39]. Therefore, each Eve can employ a more ad-

vanced linear decoder to combat such additional interference,



i.e., the MMSE decoder for simplicity. In addition, we assume

that targeted message at an Eve is decoded after canceling all

multiuser interference caused by DL and UL users [24]. As a

consequence, the information rates at the m-th Eve in (7) can

be reformulated as

ĈED
m,i,k(Xi, τi) = τi ln

(

1 +wH
i,kHmΞ−1

m,iH
H
mwi,k

)

, (54a)

ĈEU
m,i,ℓ(Xi, τi) = τi ln

(

1 + ρ2i,ℓgm,i,ℓΞ
−1
m,ig

H
m,i,ℓ

)

(54b)

where Ξm,i , HH
mViV

H
i Hm + σ2INe,m

, and for notational

simplicity we dropped the arguments of Ξm,i. One can see

that the AN signals contribute very much to neutralizing a

higher potential for information leakage to the Eves.

The above assumptions lead to a worst-case scenario to

provide secure communications of the SRM problem (9),

called SRM-WCS, which can be mathematically formulated

by

maximize
X,τ

min
(i,k)∈D
(i,ℓ)∈U

{

R̂D
i,k(Xi, τi), R̂

U
i,ℓ(Xi, τi)

}

(55a)

s.t. (9b) − (9f) (55b)

where

R̂D
i,k(Xi, τi) , CD

i,k(Xi, τi)− max
m∈M

ĈED
m,i,k(Xi, τi),

R̂U
i,ℓ(Xi, τi) , CU

i,ℓ(Xi, τi)− max
m∈M

ĈEU
m,i,ℓ(Xi, τi).

By exploiting the developments in Section III, problem (55)

can be transformed to

maximize
X,η,Γ,α

η (56a)

s.t. (9e), (14), (17e), (20), (24), (26), (29), (39), (56b)

ĈED
m,i,k(Xi, αi) ≤ ΓD

i,k, ∀m ∈ M, (i, k) ∈ D, (56c)

ĈEU
m,i,ℓ(Xi, αi) ≤ ΓU

i,ℓ, ∀m ∈ M, (i, ℓ) ∈ U (56d)

where ĈED
m,i,k(Xi, αi) =

1
αi

ln
(

1+wH
i,kHmΞ−1

m,iH
H
mwi,k

)

and

ĈEU
m,i,ℓ(Xi, αi) = 1

αi
ln
(

1 + ρ2i,ℓgm,i,ℓΞ
−1
m,ig

H
m,i,ℓ

)

. We note

that finding the tight convex approximations for (56c) and

(56d) are more challenging than those of (16a) and (16b).

We first introduce new variables tm,i,k > 0, ∀m, i, k, to

equivalently express (56c) as

ln
(

1 + tm,i,k
)

αi
≤ ΓD

i,k, (57a)

wH
i,kHmΞ−1

m,iH
H
mwi,k ≤ tm,i,k. (57b)

Constraint (57a) follows from (51) that

a(t
(κ)
m,i,k)

αi
+ b(t

(κ)
m,i,k)W(κ)(tm,i,k, αi) ≤ ΓD

i,k, ∀m, i, k.(58)

Although (57b) is still a nonconvex constraint, its tractable

form can be obtained by
[

tm,i,k wH
i,kHm

HH
mwi,k Ξm,i

]

� 0 (59)

which is a result of applying Schur complement [40]. Note

that (59) is convex if and only if this set can be written as a

linear matrix inequality (LMI). Let us define Ξm,i , Σm,i +
σ2INe,m

, where Σm,i = HH
mViV

H
i Hm. The function Σm,i

can be linearized by the linear mapping [31]:

Σ
(κ)
m,i , HH

m

(

Vi(V
(κ)
i )H +V

(κ)
i VH

i −V
(κ)
i (V

(κ)
i )H

)

Hm.

Algorithm 3: Proposed Path-Following Algorithm to

Solve SRM-WCS (55)

Initialization: Set κ := 0 and generate an initial feasible

point (X(0),α(0), t(0)).
1: repeat

2: Solve (63) to obtain the optimal solution

(X⋆, η⋆,Γ⋆,α⋆, t⋆).

3: Update X(κ+1) := X⋆,α(κ+1) := α⋆, t(κ+1) := t⋆.

4: Set κ := κ+ 1.
5: until Convergence

TABLE I
SIMULATION PARAMETERS

Parameter Value

Carrier center frequency/ System bandwidth 2 GHz/ 10 MHz

Distance between the FD-BS and nearest user ≥ 10 m

Noise power spectral density at the receivers -174 dBm/Hz

PL model for LOS communications, PLLOS 103.8 + 20.9log10(d) dB

PL model for NLOS communications, PLNLOS 145.4 + 37.5log10(d) dB

Power budget at the FD-BS, Pmax

bs
26 dBm

Power budget at UL users, Pmax

i,ℓ
≡ Pmax

U 23 dBm

Degree of residual SI, σSI -75 dB

Number of antennas at the FD-BS, Nt = Nr 5

Threshold of all UL users, R̄U
i,ℓ

≡ R̄U 2 bps/Hz

Thus, the LMI for (59) is given by
[

tm,i,k wH
i,kHm

HH
mwi,k Σ

(κ)
m,i + σ2INe,m

]

� 0, ∀m, i, k (60)

over the trust region

Σ
(κ)
m,i � 0, ∀m ∈ M, i ∈ I. (61)

Analogously, applying similar steps from (57)-(60) for (56d)

yields

a(t̃
(κ)
m,i,ℓ)

αi
+ b(t̃

(κ)
m,i,ℓ)W(κ)(t̃m,i,ℓ, αi) ≤ ΓU

i,ℓ, ∀m, i, ℓ, (62a)

[

t̃m,i,ℓ ρi,ℓgm,i,ℓ

ρi,ℓg
H
m,i,ℓ Σ

(κ)
m,i + σ2INe,m

]

� 0, ∀m, i, ℓ (62b)

where t̃m,i,ℓ > 0 are new variables.

In Algorithm 3, we propose a path-following algorithm to

solve the SRM-WCS problem (55). At the κ-th iteration, it

solves the following convex program:

maximize
X,η,Γ,α,t

η (63a)

s.t. (9e), (14), (17e), (20), (24), (26),

(29), (39), (58), (60), (61), (62), (63b)

tm,i,k > 0, t̃m,i,ℓ > 0, ∀m, i, k, ℓ (63c)

where t , {tm,i,k, t̃m,i,ℓ}m∈M,i∈I,k∈K,ℓ∈L, to gen-

erate a sequence {X(κ+1),α(κ+1), t(κ+1)} (and hence

{X(κ+1), τ (κ+1)}) of improved points of (55), which also

converges to a KKT point.

VI. NUMERICAL RESULTS

We now evaluate the performance of the proposed FD model

using realistic parameters. We consider the system topology

illustrated in Fig. 3. There are two DL users, two UL users,
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Fig. 3. A small cell topology with four DL users (K = 2), four UL users
(L = 2) and M = 2 Eves is used in the numerical examples. The radius of
the small cell is set to 100 m with an inner circle radius of 50 m. Two DL
users and two UL users are randomly located in zone-1 (inner zone) and the
remaining two DL users and two UL users are randomly located in zone-2
(outer zone). There is one Ne,m = 2-antenna Eve that is randomly placed in
each zone.

and one Ne,m = 2-antenna Eve placed in each zone for a

small cell topology. Unless stated otherwise, most important

parameters following FD radio evaluation methodology [7],

[41] agreed in the 3GPP [42] are specified in Table I for ease

of cross-referencing. Here, the power budgets of all UL users

are set to be equal, i.e. Pmax
i,ℓ ≡ Pmax

U . The entries of the

fading loop channel GSI are generated as independent and

identically distributed Rician random variables with Rician

factor KSI = 5 dB. The channel from UL user (i, ℓ) to DL user

(i, k) (CCI) at a distance d in km is assumed to undergo path

loss (PL) model for non-line-of-sight (NLOS) communications

as fi,k,ℓ =
√
10−PLNLOS/10f̃i,k,ℓ, where PLNLOS is the PL in dB

and f̃i,k,ℓ follows CN (0, 1) representing small-scale effects

[9], [42]. All other channels follow the PL model for line-of-

sight (LOS) communications as L =
√
10−PLLOS/10L̃, where

L ∈ {hi,k,gi,ℓ,Hm,gm,i,ℓ} and the entries of L̃ follow

CN (0, 1). Herein, we have favored the channel quality of Eves

due to their capability to select a good location to avoid a

high possibility of obstruction. The error tolerance between

two consecutive iterations in the proposed Algorithms is set to

ǫ = 10−3. The achieved SR results in nats/sec/Hz are divided

by ln(2) to have at units of bps/channel-use. We use MOSEK

as the convex solver with the toolbox YALMIP [43] in the

MATLAB environment. Results are obtained by averaging

over 1,000 runs.

For comparison, the following three existing schemes are

considered:

• We consider a conventional FD system, under which all

DL and UL users are simultaneously served in the whole

communication time block (i.e., without considering frac-

tional times and user grouping [9], [24]). We call this

scheme “Conventional FD.”

• Under the same system model with “Conventional FD,”

the DL transmission can adopt NOMA [30]–[32] to

further improve its performance. Here, each DL user in

zone-1 is paired with a DL user in zone-2 to create

a virtual cluster by using the clustering algorithm in

[32]. In each virtual cluster, the message intended for

the DL user in zone-2 is decoded by both users while

the message intended for the DL user in zone-1 is

successively decoded by itself after processing SIC to

cancel the interference of the former [31]. Since the

FD-BS already adopted MMSE-SIC decoder for the UL

reception of UL users, we call this scheme “FD-NOMA.”

Note that the achievable rate of DL users can be improved

by considering a larger cluster size [31, Sec. VI-D], but

their information privacy is more exposed [33].

• Additionally, an HD system is considered. Here, HD-BS

uses all available antennas N = Nt + Nr and the same

power budget with FD-BS to serve all DL users in the

DL and all UL users in the UL, albeit in two separate

communication time blocks. In such a case, there are no

SI and CCI, but the effective SR suffers from a reduction

by half.

To conduct a fair comparison, the BS in all those schemes

also injects an AN in DL transmission and adopts an MMSE-

SIC decoder for the reception of the UL signals with the same

decoding order as previously presented. In parallel to the max-

min SR among all DL and UL users (e.g., (9)), we also plot

the max-min SR for DL users only but subject to UL users’

SR requirements (i.e., R̄Ui,ℓ ≡ R̄U, ∀(i, ℓ) ∈ U listed in Table I)

as mentioned in Remark 1. For convenience, the SR obtained

by the former is referred to as “max-min SR” while that of the

latter (i.e., by (10)) is referred to as “max-min SR of DL users.”

It is obvious that the optimization problems corresponding to

the above schemes can be solved using our proposed methods

after some modifications.

A. Numerical Results for Known CSI (9)

Fig. 4(a) depicts the average max-min SR versus the FD-

BS transmit power with known CSI for different resource

allocation schemes. The observations from the figure are as

follows. First, one can see that the SR for the FD systems is

better than that of HD system at a high transmit power Pmax
bs ,

and the SR curve of HD is nearly unchanged. The reasons for

these results are three-fold: 1) The effective SR of the HD per

resource block is divided by two; 2) The DL transmission in

HD dominates the UL one, as the UL transmission is free of

AN and due to the effectiveness of DL beamforming; 3) In

the FD systems, FD-BS can better protect both DL and UL

transmissions by exploiting DL interference. Second, the SR

of FD-NOMA outperforms conventional FD, which is a result

of canceling out intra-cluster interference. Third, the SR of

the proposed FD is fully superior to the other schemes and

an improvement of almost 1.51 bps/Hz (≈ 38.2%) over HD

is achieved at the practical value of Pmax
bs = 26 dBm, which

is defined in 3GPP TS 36.814. We recall that the proposed

FD is advantageous over other schemes in terms of handling

interference.

In Fig. 4(b), we plot the average max-min SR as a function

of σSI. We can see that the proposed FD scheme offers

a significant gain over traditional FD schemes in terms of

achievable SR. When σSI becomes stringent, it is even more
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Fig. 4. Average max-min SR with known CSI (a) versus the transmit power
at the FD-BS and (b) versus the degree of residual SI.

essential. Although a major part of the power budget must

be allocated to serve far DL users in improving their SR

leading to a significant effect of the SI, the near UL users’ SR

requirement is easily met. In other words, the effect of SI in

the proposed FD becomes less due to the effectiveness of user

grouping method. As σSI increases, the SRs of conventional

FD and FD-NOMA drop quickly and tend to be worse than

those of HD when σSI is higher than a certain level. These

results are probably attributed to the fact that the FD-BS

in those schemes needs to scale down its transmit power to

maintain the UL users’ QoS, which leads to a significant loss

in the system performance. In addition, Fig. 4(b) further shows

that the degree of residual SI needs to be suppressed by at

least 72 dB for the FD-NOMA and at least 78 dB for the

conventional FD to guarantee a better SR per-user compared

to HD. Interestingly, the SR of the proposed FD outperforms

the HD for a broad range of σSI, which confirms its robustness

against the significant effect of SI.

A trade-off of the average max-min SR between DL and UL

users is illustrated in Fig. 5 for different numbers of antennas

at the FD-BS by solving (10). The results of the performance

for HD are not shown here due to the independence of two

resource blocks. In Fig. 5(a) for Nt = Nr = 5, we observe

that the SRs of all schemes constantly decrease with an
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Fig. 5. Average max-min SR of DL users versus the SR threshold for UL
users with known CSI (a) for Nt = Nr = 5 and (b) for Nt = Nr = 3.

increase in R̄U since the feasible set gets more restricted. For

a high demand on the UL transmission, FD-BS must scale

down its transmit power to avoid severe interference to the

UL reception, leading to a drastic reduction in the SR for

the DL transmission. As expected, the proposed FD scheme

achieves better performance in terms of the SR compared

to the others, especially in the range of R̄U ≥ 4 bps/Hz.

For Nt = Nr = 3, Fig. 5(b) demonstrates the advantage

of the proposed FD scheme when the number of users is

larger than the number of transmit/receive antennas. As can be

seen, traditional FD schemes cannot deliver a good SR for the

given setup, owing to a lack of the DoF to leverage multiuser

diversity (recall Nt = 3 < 4 DL users and Nr = 3 < 4
UL users). The UL users’ QoS ability of the FD-NOMA is

inferior to the conventional FD due to inefficiency of using SIC

in this setting. In contrast, the proposed FD scheme still has

sufficient DoF to transmit and receive the information signals

in both directions (at a specific time, FD-BS concurrently

serves only 2 DL and 2 UL users). Consequently, this results

in a substantial improvement, of about 3.37 bps/Hz and 3.22

bps/Hz at R̄U = 2 bps/Hz, in the SR of the proposed FD

scheme when compared with FD-NOMA and conventional
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Fig. 6. (a) Average max-min SR per-user and (b) average max-min SR of
DL users for R̄U = 2 bps/Hz, versus the transmit power at the FD-BS with
SCSI for Eves.

FD, respectively.

B. Numerical Results for SCSI of Eves (44)

In this subsection, we show numerical results for the SRM-

SCSI problem (44). Under the same simulation setup as in

the previous subsection, we set ǫi,k = 0.99, ∀(i, k) ∈ D and

ǫ̃i,ℓ = 0.99, ∀(i, ℓ) ∈ U to guarantee secure communications

in both directions. In Fig. 6(a), we also plot a benchmark of

the proposed FD scheme, assuming perfect CSI for the Eves.

The results in Fig. 6(a) reveal that the SRs of all resource

allocation schemes degrade compared to Fig. 4(a), which is

due to a lack of CSI on Eves. In other words, the perfectly

known CSI at the transmitters plays a vital role in designing

effective beamforming. Otherwise, this will result in the cost

of a reduced system performance. Notably, the SRs of the

proposed FD and FD-NOMA schemes have fewer loss than the

others due to efficient proposed design and SIC, respectively.

The SR of the proposed FD scheme also approaches that of the

benchmark when Pmax
bs increases. This is because the proposed

FD scheme aims to manage the network interference to im-

prove the SR rather than concentrating the interference at Eves.
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Fig. 7. Average max-min SR with worst-case scenario (a) versus the number
of antennas at the FD-BS and (b) versus the number of users per zone.

At Pmax
bs = 26 dBm, significant gains of up to 126.8%, 57.1%

and 45.5% are offered by the proposed FD scheme compared

to conventional FD, HD and FD-NOMA, respectively. These

results confirm that the proposed FD scheme is more robust

and reliable in the presence of imperfect CSI of Eves compared

to the others.

The average max-min SR of the DL users versus the FD-

BS transmit power is given in Fig. 6(b) for R̄U = 2 bps/Hz.

As can be observed, the SRs of all schemes grow very rapidly

when Pmax
bs increases. The reasons behind this behavior are as

follows. 1) The UL users can easily tune the power in meeting

their QoS requirements (a loose QoS requirement) to avoid

strong CCI to the DL users; 2) The FD-BS now pays more

attention to serve the DL users by transferring more power to

them with less attention to the SI. Again, the proposed FD

scheme achieves much better SR compared to the traditional

FD schemes.

C. Numerical Results for Worst-Case Scenario (55)

For the SRM-WCS (55), we plot the average max-min SR

versus the number of antennas at the FD-BS in Fig. 7(a) and

versus the number of users per zone in Fig. 7(b). As expected,

the SRs of all resource allocation schemes shown in Fig. 7(a)
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Fig. 8. Average max-min SR with worst-case scenario versus the degree of
residual SI.

degrade (i.e., compared to Fig. 4(a) at Nt = Nr = 5), and

this is even more drastic for HD. It is easy to see that the

UL-user-to-Eve links make the HD scheme more vulnerable

to interception than the FD ones, since the UL transmission

is free of both MUI and AN. In contrast, FD-BS with AN

can better protect the information signals in both directions,

which further confirms the importance of using AN. As seen,

for Nt = Nr < 4, the SRs of FD-NOMA and conventional

FD are inferior to HD; however, as Nt and Nr increase, the

benefit of exploiting FD radio outweighs the lack of the DoF

to leverage multiuser diversity. Another interesting observation

is that the SR of FD-NOMA is slightly worse than that of the

conventional FD. The reason for this is because the FD-BS

must allocate a major part of the power budget to produce

AN leading to less power to convey the desired signals, which

may cause error propagation in SIC. In Fig. 7(b), we see that

increasing the number of users severely deteriorates the SR

of all schemes. For fixed dimensionality of the beamforming

vectors and large number of users, the BSs are not able to

suppress the MUI effectively and the power allocated to each

DL user is significantly reduced, compromising the SR per

user. On the other hand, the SRs of FD-NOMA and HD

are close to zero for K = L ≥ 4, which can be intuitively

explained as follows. In order to perform SIC effectively in

FD-NOMA, FD-BS must align the transmit signal of far DL

users around near DL users, which in turn may result in strong

interference at the unintended DL users and Eves in zone-1. In

HD, increasing the number of UL users also makes a higher

probability of the signal leakage into Eves. Nevertheless, the

proposed FD scheme still achieves the best SR by exploiting

the spatial DoF more efficiently.

Fig. 8 shows the impact of the degree of residual SI on the

performance of the system. We observe that the residual SI

needs to be canceled no less than 45 dB (i.e., σSI < −45 dB)

for traditional FD schemes to achieve a better SR compared

to HD. From Fig. 8 and recalling the discussions presented

for Fig. 4(b), it can be seen that the proposed FD scheme can

utilize the transmission power more efficiently, and thus, it

achieves remarkable gains compared to the others.
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D. The Importance of Using AN

To examine when AN is important for the proposed designs,

we measure the percentage of AN’s power to the total transmit

power at the FD-BS, Pmax
bs , which is defined as

∑2
i=1 τi‖Vi‖

2
F

Pmax
bs

×
100%.

In Fig. 9, we show the percentage of AN’s power versus the

FD-BS transmit power for three proposed FD designs with

the problem of max-min SR. As seen, for the proposed FD

designs with perfect CSI and Eves’ SCSI, the use of AN is

not crucial. A very small portion (i.e., less than 0.18%) of the

total transmit power is allocated to AN. Since the SR of DL

users is virtually higher than that of UL users, the max-min

SR will be determined by the UL users. For these designs, the

DL multiuser interference can effectively debilitate the Eves’

reception, and there is no need to allocate a high power on AN.

However, AN becomes important for the proposed FD design

with WCS. When the FD-BS transmit power increases, the

percentage of AN’s power increases significantly, i.e., 28.49%
at Pmax

bs = 26 dBm and reaching 52.14% at Pmax
bs = 30 dBm.

In this case, Eves are capable of suppressing the AN by the

MMSE decoder and canceling all the MUI, and thus, more

power should be allocated to AN to achieve higher SR. On

the other hand, the optimal value for the FT τi, i = 1, 2 is

about 0.5 on the average for this symmetric setting, but can

be changed depending on the demand of each user group.

Under the same setting with worst-case scenario as

Fig. 7(b), we show the percentage of AN’s power versus the

number of users per zone in Fig. 10. The percentage of AN’s

power of all schemes decreases from a certain value of K
and L. For large K and L, more power needs to be allocated

to information symbols to guarantee a high power received

at DL users, resulting in less power on AN. Interestingly,

the proposed FD scheme with more DoF can still allocate

a suitable portion of power budget to produce AN to achieve

the best SR, as shown in Fig. 7(b).

E. Algorithm Convergence

Fig. 11 plots the typical convergence results of Algorithms

1 to 3 for a randomly generated channel realization. We can
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see that all the proposed algorithms converge very fast to the

optimal solution within about 10 iterations. The optimization

variables are accounted for to find a better solution for the

next iteration. Intuitively, the SRs of all algorithms increase

quickly within the first iterations and stabilize after a few

more iterations. This is because in the first iterations, the

approximation errors are large. However, when the algorithms

reach the optimal solution, the approximation errors become

small due to updating the involved optimization variables after

each iteration.

VII. CONCLUSION

We have addressed the problem of secure FD multiuser

wireless communication. To manage the network interference

more effectively, a simple and very efficient user grouping-

based fractional time model has been proposed. Depending

on how much the transmitters know about the Eves’ CSI,

three difficult nonconvex optimization problems have been

considered: (i) SRM with known CSI, (ii) SRM with only

Eves’ SCSI and (iii) SRM with WCS. We have developed

new path-following optimization algorithms to jointly design

the fractional times and power resource allocation to maximize

the SR per-user in both DL and UL directions. Specifi-

cally, we have first transformed the nonconvex optimization

problem to a tractable form and then solved a sequence of

convex programs with polynomial computational complexity

in each iteration. Numerical results with realistic parameters

have confirmed fast convergence to at least local optima of

the original nonconvex design problems. They have revealed

that the proposed FD scheme not only provides substantial

improvement in terms of SR when compared to the known

solutions (i.e., HD, conventional FD and FD-NOMA), but is

also robust against the significant effects of SI, imperfect CSI

on Eves and DoF bottleneck.

APPENDIX A

PROOF OF INEQUALITY (18)

Considering the function ζ(z, t) , ln(1 + 1/z)/t, we have

ζ(z, t) = − ln
(

1 − 1/(1 + z)
)

/t. It is clear that − ln
(

1 −
1/(1 + z)

)

is convex function and decreasing on the domain

z > 0, while the function 1/t is convex on the domain t >
0. Therefore, the composite function ζ(z, t) is convex on the

domain z > 0, t > 0 [28], [44]. Thus, it is true that [44]:

ζ(z, t) ≥ ζ(z(κ), t(κ)) +
〈

[

∇zζ(z, t)|(z(κ),t(κ)),

∇tζ(z, t)|(z(κ),t(κ))

][

(z − z(κ)), (t− t(κ))
]T
〉

= 2ζ(z(κ), t(κ)) +
1

t(κ)(z(κ) + 1)

− 1

t(κ)z(κ)(z(κ) + 1)
z − ζ(z(κ), t(κ))

t(κ)
t (A.1)

where the notation (·)|(z(κ),t(κ)) is used to represent the value

of the function at (z(κ), t(κ)). The inequality (18) is then

obtained by substituting γ = z−1 and γ(κ) = (z(κ))−1 into

(A.1).

APPENDIX B

DERIVATIONS OF F
(κ)
m,i,k(Xi, αi, µm,i,k) AND

P
(κ)
m,i,ℓ(Xi, αi, µ̃m,i,ℓ)

For the concave function
√
yz, its convex upper bound can

be found as [45]

√
yz ≤

√

y(κ)

2
√
z(κ)

z +

√
z(κ)

2
√

y(κ)
y (B.1)

with ∀y > 0, y(κ) > 0, z > 0, z(κ) > 0. The convex approxi-

mation of Fm,i,k(Xi, αi, µm,i,k) can be found as follows. The

first term µm,i,k/αi is convexified by using (B.1) while the

second term is a quadratic function, which can be linearized

for inner approximation by using (22). As a result, we have

F
(κ)
m,i,k(Xi, αi, µm,i,k) ,

1

2

( µ2
m,i,k

µ
(κ)
m,i,kα

(κ)
i

+
µ
(κ)
m,i,k

2αi − α
(κ)
i

)

−
[

Q
(κ)
m,i(Xi)− 2ℜ

{(

w
(κ)
i,k

)H
HmHH

mwi,k

}

+‖HH
mw

(κ)
i,k ‖2

]

(B.2)

where

Q
(κ)
m,i(Xi) , 2

(

K
∑

k′=1

ℜ
{

(

w
(κ)
i,k′

)H
HmHH
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}

+

ℜ
{

Tr
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V
(κ)
i

)H
HmHH

mVi
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+

L
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ℓ′=1

ρ
(κ)

i,ℓ′
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2
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−
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K
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‖HH
mw
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L
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(

ρ
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)2‖gH
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,



and α2
i is linearized as α

(κ)
i (2αi − α

(κ)
i ). Analogously, the

function Pm,i,ℓ(Xi, αi, µ̃m,i,ℓ) is approximated by

P
(κ)
m,i,ℓ(Xi, αi, µ̃m,i,ℓ) ,

1

2

( µ̃2
m,i,ℓ

µ̃
(κ)
m,i,ℓα

(κ)
i

+
µ̃
(κ)
m,i,ℓ

2αi − α
(κ)
i

)

−
[

Q
(κ)
m,i(Xi)− 2ρ

(κ)
i,ℓ ρi,ℓ‖gHm,i,ℓ‖2 +

(

ρ
(κ)
i,ℓ

)2‖gHm,i,ℓ‖2
]

. (B.3)

APPENDIX C

PROOF OF PROPOSITION 1

Let us prove constraint (15a) corresponding to its approxi-

mation (26) first. It holds that

C
D,(κ)
i,k (Xi, αi) ≥ η + ΓD

i,k. (C.1)

For any feasible point
(

X
(κ)
i , α

(κ)
i

)

∈ V(κ) of (15a), i.e.,

CD
i,k

(

X
(κ)
i , α

(κ)
i

)

≥ η + ΓD
i,k, it follows that

C
D,(κ)
i,k (X

(κ)
i , α

(κ)
i ) ≥ η + ΓD

i,k (due to (25)). (C.2)

This implies that
(

X
(κ)
i , α

(κ)
i

)

∈ V(κ) is also feasible

for (C.1) (and hence (26)). Therefore, the optimal solution
(

X
(κ+1)
i , α

(κ+1)
i

)

of (C.1) should satisfy (15a) because

C
D,(κ)
i,k

(

X
(κ+1)
i , α

(κ+1)
i

)

≥ η + ΓD
i,k

⇔ CD
i,k

(

X
(κ+1)
i , α

(κ+1)
i

)

≥ η + ΓD
i,k. (C.3)

The above result holds true for the remaining nonconvex con-

straints and their convex approximations whenever Algorithm

1 is initialized with
(

X(0),α(0),µ(0)
)

satisfying the feasibility

conditions of (17).

APPENDIX D

PROOF OF PROPOSITION 2

For the first point of Proposition 2, we focus on (15a)

and the same arguments will be applicable to all remaining

constraints. From (23) and (25), we recall that

CD
i,k(Xi, αi) ≥ C

D,(κ)
i,k (Xi, αi) and

CD
i,k

(

X
(κ)
i , α

(κ)
i

)

= C
D,(κ)
i,k

(
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(κ)
i , α

(κ)
i

)

(D.1)

and also for (31) and (35):

CED
m,i,k(Xi, αi) ≤ C
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From (15a), it follows that

η(κ+1) , min
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{

CD
i,k

(

X
(κ+1)
i , α

(κ+1)
i

)

−max
m∈M

CED
m,i,k

(

X
(κ+1)
i , α

(κ+1)
i

)

}

≥ min
(i,k)∈D

{

C
D,(κ)
i,k

(

X
(κ+1)
i , α

(κ+1)
i

)

−max
m∈M

C
ED,(κ)
m,i,k

(

X
(κ+1)
i , α

(κ+1)
i , µ

(κ+1)
m,i,k

)

}

≥ min
(i,k)∈D

{

C
D,(κ)
i,k

(

X
(κ)
i , α

(κ)
i

)

−max
m∈M

C
ED,(κ)
m,i,k

(

X
(κ)
i , α

(κ)
i , µ

(κ)
m,i,k

)

}

(a)
= min

(i,k)∈D
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, η(κ) (D.3)

where the equality (a) is obtained by using the equalities in

(D.1) and (D.2). This result shows that the objective is non-

decreasing with iteration number, i.e., η(κ+1) ≥ η(κ). Also, it

is clear that
(

X(κ+1),α(κ+1)
)

is a better point for (17) than
(

X(κ),α(κ)
)

whenever
(

X(κ+1),α(κ+1)
)

6=
(

X(κ),α(κ)
)

.

For problem (17), we have V(κ+1) ⊇ V(κ) which is an imme-

diate consequence and {η(κ)}κ≥1 is non-decreasing sequence.

According to the Cauchy’s theorem, the sequence {η(κ)} is

bounded, i.e., lim
κ→+∞

η(κ) = η̄ with a limit point Ψ̄. Then,

each accumulation point Ψ(κ), if Ψ(κ+1) = Ψ(κ), is a KKT

point for (40), which obviously is also a KKT point for (17)

according to [37, Theorem 1]. Proposition 2 is thus proved.

APPENDIX E

PROOF OF LEMMA 1

Under the assumption of the independence of Eves’ chan-

nels, constraint (44c) can be computed as

Prob

(

max
m∈M

CED
m,i,k(Xi, αi) ≤ ΓD

i,k

)

≥ ǫi,k

⇔ Prob
(

CED
m,i,k(Xi, αi) ≤ ΓD

i,k

)

≥ ǫ
1/M
i,k . (E.1)

Note that the inequality (E.1) holds easier if Eves’ channels

are dependent since its RHS yields a smaller value. We further

rewrite (E.1) based on the basic property of probability as

(E.1) ⇔ Prob
(

CED
m,i,k(Xi, αi) ≥ ΓD

i,k

)

≤ 1− ǫ
1/M
i,k . (E.2)

Observe that the LHS of (E.2) is coupled between the opti-

mization variables (Xi, αi) and the SCSI of the Eves. On the

other hand, it requires an upper bound of the LHS of (E.2),

which is the outage probability for DL user (i, k). We make

use of the well-known Markov inequality (MI) [21], [46], i.e.,

Prob(Y ≥ y) ≤ E{Y }/y, to manipulate the LHS of (E.2) as

Prob

(

ln
(

1 +
‖HH

mwi,k‖2
ψm,i,k(Xi)

)

≥ αiΓ
D
i,k

)

(E.3)

= Prob

(

‖HH
mwi,k‖2 +

(

1− eαiΓ
D
i,k

)

ψ′
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≥
(

eαiΓ
D
i,k − 1

)

Ne,mσ
2
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(E.4)

MI

≤
E
{

wH
i,kHmHH

mwi,k +
(

1− eαiΓ
D
i,k

)

ψ′
m,i,k(Xi)

}

(

eαiΓD
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Ne,mσ2
(E.5)

=
wH
i,kH̄mwi,k +
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1− eαiΓ
D
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)

ψ̄m,i,k(Xi)
(

eαiΓD
i,k − 1

)

Ne,mσ2
(E.6)

where ψ′
m,i,k(Xi) = ψm,i,k(Xi) − Ne,mσ

2, and ψ̄m,i,k(Xi)
is the expectation of ψ′

m,i,k(Xi) w.r.t. (42). By replacing

the LHS of (E.2) with (E.6) and after some straightforward

manipulations, we arrive at (45). It can be shown in a similar

manner that (44d) is converted to (46), and thus the proof is

completed.

REFERENCES

[1] J. Andrews, S. Buzzi, W. Choi, S. Hanly, A. Lozano, A. Soong, and
J. Zhang, “What will 5G be?” IEEE J. Select. Areas Commun., vol. 32,
no. 6, pp. 1065–1082, June 2014.

[2] J. Mietzner, R. Schober, L. Lampe, W. H. Gerstacker, and P. A.
Hoeher, “Multiple-antenna techniques for wireless communications –A
comprehensive literature survey,” IEEE Commun. Surveys & Tutorials,
vol. 11, no. 2, pp. 87–105, 2nd Quarter 2009.



[3] Z. Zhang, X. Chai, K. Long, A. V. Vasilakos, and L. Hanzo, “Full duplex
techniques for 5G networks: Self-interference cancellation, protocol
design, and relay selection,” IEEE Commun. Mag., vol. 53, no. 5, pp.
128–137, May 2015.

[4] V. W. Wong, R. Schober, D. W. K. Ng, and L.-C. Wang, Key Technolo-

gies for 5G Wireless Systems. Cambridge, MA, USA: Cambridge Univ.
Press, 2017.

[5] T. Riihonen, S. Werner, and R. Wichman, “Mitigation of loopback self-
interference in full-duplex MIMO relays,” IEEE Trans. Signal Process.,
vol. 59, no. 12, pp. 5983–5993, Dec. 2011.

[6] DUPLO, “System scenarios and technical requirements for full-duplex
concept,” DUPLO Project, Deliverable D1.1, Apr. 2013. [Online].
Available: athttp://www.fp7-duplo.eu/index.php/deliverables.

[7] M. Duarte, C. Dick, and A. Sabharwal, “Experiment-driven characteri-
zation of full-duplex wireless systems,” IEEE Trans. Wireless Commun.,
vol. 11, no. 12, pp. 4296–4307, Dec. 2012.

[8] A. Sabharwal, P. Schniter, D. Guo, D. W. Bliss, S. Rangarajan, and
R. Wichman, “In-band full-duplex wireless: Challenges and opportuni-
ties,” IEEE J. Select. Areas Commun., vol. 32, no. 9, pp. 1637–1652,
Feb. 2014.

[9] D. Nguyen, L.-N. Tran, P. Pirinen, and M. Latva-aho, “On the spectral
efficiency of full-duplex small cell wireless systems,” IEEE Trans.
Wireless Commun., vol. 13, no. 9, pp. 4896–4910, Sept. 2014.

[10] S. Huberman and T. Le-Ngoc, “MIMO full-duplex precoding: A joint
beamforming and self-interference cancellation structure,” IEEE Trans.
Wireless Commun., vol. 14, no. 4, pp. 2205–2217, Apr. 2015.

[11] V.-D. Nguyen, H. V. Nguyen, C. T. Nguyen, and O.-S. Shin, “Spectral
efficiency of full-duplex multiuser system: Beamforming design, user
grouping, and time allocation,” IEEE Access, vol. 5, pp. 5785–5797,
Mar. 2017.

[12] H. H. M. Tam, H. D. Tuan, and D. T. Ngo, “Successive convex quadratic
programming for quality-of-service management in full-duplex MU-
MIMO multicell networks,” IEEE Trans. Commun., vol. 64, no. 6, pp.
2340–2353, June 2016.

[13] A. Yadav, O. A. Dobre, and N. Ansari, “Energy and traffic aware
full-duplex communications for 5G systems,” IEEE Access, vol. 5, pp.
11 278–11 290, July 2017.

[14] P. Aquilina, A. C. Cirik, and T. Ratnarajah, “Weighted sum rate max-
imization in full-duplex multi-user multi-cell MIMO networks,” IEEE

Trans. Commun., vol. 65, no. 4, pp. 1590–1608, Apr. 2017.
[15] X. Chen, D. W. K. Ng, W. Gerstacker, and H.-H. Chen, “A survey on

multiple-antenna techniques for physical layer security,” IEEE Commun.

Surveys & Tutorials, vol. 19, no. 2, pp. 1027–1053, 2nd Quarter 2017.
[16] Y. Wu, J.-B. Wang, J. Wang, R. Schober, and C. Xiao, “Secure

transmission with large numbers of antennas and finite alphabet inputs,”
IEEE Trans. Commun., vol. 65, no. 8, pp. 3614–3628, Aug. 2017.

[17] Y. Wu, R. Schober, D. W. K. Ng, C. Xiao, and G. Caire, “Secure massive
MIMO transmission with an active eavesdropper,” IEEE Trans. Inform.

Theory, vol. 62, no. 7, pp. 3880–3900, July 2016.
[18] V.-D. Nguyen, T. Q. Duong, O. A. Dobre, and O.-S. Shin, “Joint

information and jamming beamforming for secrecy rate maximization
in cognitive radio networks,” IEEE Trans. Inform. Forensics & Security,
vol. 11, no. 11, pp. 2609–2623, Nov. 2016.

[19] G. Zheng, I. Krikidis, J. Li, A. P. Petropulu, and B. Ottersten, “Improving
physical layer secrecy using full-duplex jamming receivers,” IEEE Trans.

Signal Process., vol. 61, no. 20, pp. 4962–4974, Oct. 2013.
[20] L. Li, Z. Chen, D. Zhang, and J. Fang, “A full-duplex Bob in the

MIMO Gaussian wiretap channel: Scheme and performance,” IEEE

Signal Process. Lett., vol. 23, no. 1, pp. 107–111, Jan. 2016.
[21] B. Akgun, O. O. Koyluoglu, and M. Krunz, “Exploiting full-duplex

receivers for achieving secret communications in multiuser MISO net-
works,” IEEE Trans. Commun., vol. 65, no. 2, pp. 956–968, Feb. 2017.

[22] F. Zhu, F. Gao, M. Yao, and H. Zou, “Joint information- and jamming-
beamforming for physical layer security with full duplex base station,”
IEEE Trans. Signal Process., vol. 62, no. 24, pp. 6391–6401, Dec. 2014.

[23] F. Zhu, F. Gao, T. Zhang, K. Sun, and M. Yao, “Physical-layer security
for full duplex communications with self-interference mitigation,” IEEE

Trans. Wireless Commun., vol. 15, no. 1, pp. 329–340, Jan. 2016.
[24] Y. Sun, D. W. K. Ng, J. Zhu, and R. Schober, “Multi-objective

optimization for robust power efficient and secure full-duplex wireless
communication systems,” IEEE Trans. Wireless Commun., vol. 15, no. 8,
pp. 5511–5526, Aug. 2016.

[25] L. Liu, R. Zhang, and K.-C. Chua, “Secrecy wireless information and
power transfer with MISO beamforming,” IEEE Trans. Signal Process.,
vol. 62, no. 7, pp. 1850–1863, Apr. 2014.

[26] D. W. K. Ng, E. S. Lo, and R. Schober, “Robust beamforming for
secure communication in systems with wireless information and power
transfer,” IEEE Trans. Wireless Commun., vol. 13, no. 8, pp. 4599–4615,
Aug. 2014.

[27] A. H. Phan, H. D. Tuan, H. H. Kha, and D. T. Ngo, “Nonsmooth
optimization for efficient beamforming in cognitive radio multicast
transmission,” IEEE Trans. Signal Process., vol. 60, no. 6, pp. 2941–
2951, June 2012.

[28] V.-D. Nguyen, T. Q. Duong, H. D. Tuan, O.-S. Shin, and H. V. Poor,
“Spectral and energy efficiencies in full-duplex wireless information and
power transfer,” IEEE Trans. Commun., vol. 65, no. 5, pp. 2220–2233,
May 2017.

[29] S. M. R. Islam, N. Avazov, O. A. Dobre, and K.-S. Kwak, “Power-
domain non-orthogonal multiple access (NOMA) in 5G systems: Po-
tentials and challenges,” IEEE Commun. Surveys & Tutorials, vol. 19,
no. 2, pp. 721–742, 2nd Quarter 2017.

[30] Z. Ding, R. Schober, and H. V. Poor, “A general MIMO framework for
NOMA downlink and uplink transmission based on signal alignment,”
IEEE Trans. Wireless Commun., vol. 15, no. 6, pp. 4483–4454, June
2016.

[31] V.-D. Nguyen, H. D. Tuan, T. Q. Duong, H. V. Poor, and O.-S. Shin,
“Precoder design for signal superposition in MIMO-NOMA multicell
networks,” IEEE J. Select. Areas Commun., vol. 35, no. 12, pp. 2681–
2695, Dec. 2017.

[32] B. Kimy, S. Lim, H. Kim, S. Suh, J. Kwun, S. Choi, C. Lee, S. Lee,
and D. Hong, “Non-orthogonal multiple access in a downlink multiuser
beamforming system,” in Proc. IEEE Military Commun. Conf., Nov.
2013, pp. 1278–1283.

[33] V.-D. Nguyen, H. D. Tuan, T. Q. Duong, O.-S. Shin, and H. V.
Poor, “Joint fractional time allocation and beamforming for downlink
multiuser MISO systems,” IEEE Commun. Lett., vol. 21, no. 12, pp.
2650–2653, Dec. 2017.

[34] D. Tse and P. Viswanath, Fundamentals of Wireless Communication.

Cambridge Univ. Press, UK, 2005.
[35] Y. Liang, G. Kramer, H. V. Poor, and S. Shamai, “Compound wiretap

channels,” EURASIP J. Wireless Commun. Networks, no. 5, pp. 1–12,
Mar. 2009.

[36] Z. Yang, C. Pan, W. Xu, H. Xu, and M. Chen, “Joint time allocation and
power control in multi-cell networks with load coupling: Energy saving
and rate improvement,” IEEE Trans. Veh. Technol., vol. 66, no. 11, pp.
10 470–10 485, Nov. 2017.

[37] B. R. Marks and G. P. Wright, “A general inner approximation algorithm
for nonconvex mathematical programs,” Operations Research, vol. 26,
no. 4, pp. 681–683, July-Aug. 1978.

[38] A. Wiesel, Y. Eldar, and S. Shamai, “Linear precoding via conic
optimization for fixed MIMO receivers,” IEEE Trans. Signal Process.,
vol. 54, no. 1, pp. 161–176, Jan. 2006.

[39] W. Xu, W. Trappe, Y. Zhang, and T. Wood, “The feasibility of launching
and detecting jamming attacks in wireless networks,” in Proc. 6th ACM
Inter. Sym. Mobile Ad Hoc Netw. and Comput., ser. MobiHoc ’05. New
York, NY, USA: ACM, 2005, pp. 46–57.

[40] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge Univ.
Press, UK, 2007.

[41] D. Bharadia, E. McMilin, and S. Katti, “Full duplex radios,” in Proc.

ACM SIGCOMM Computer Commun. Review, vol. 43, no. 4, 2013, pp.
375–386.

[42] 3GPP Technical Specification Group Radio Access Network, Evolved
Universal Terrestrial Radio Access (E-UTRA): Further Advancements

for E-UTRA Physical Layer Aspects (Release 9), document 3GPP TS
36.814 V9.0.0, 2010.

[43] J. Lofberg, “YALMIP: A toolbox for modeling and optimization in
MATLAB,” in Proc. IEEE Inter. Conf. Robotics and Auto. (IEEE Cat.

No.04CH37508), Sept. 2004, pp. 284–289.
[44] H. Tuy, Convex Analysis and Global Optimization. 2nd ed. New York,

NY, USA: Springer, 2016.
[45] A. Beck, A. Ben-Tal, and L. Tetruashvili, “A sequential parametric

convex approximation method with applications to nonconvex truss
topology design problems,” J. Global Optim., vol. 47, no. 1, pp. 29–
51, May 2010.

[46] P. Billingsley, Probability and Measure. 3rd ed. New York: Wiley,
1995.

at http://www.fp7-duplo.eu/index.php/deliverables.

	I Introduction
	I-A Related Work
	I-B Motivation and Contributions
	I-C Paper Organization and Notation

	II System Model and Problem Formulation
	II-A Signal Processing Model
	II-B Optimization Problem Formulation

	III Proposed Method with Known CSI
	III-A Equivalent Transformations for (??)
	III-B Proposed Convex Approximation-Based Path-Following Method
	III-C Convergence and Complexity Analysis

	IV Secure Transmission Design with SCSI on Eves
	V Secure Transmission Design under Worst-case Scenario
	VI Numerical Results
	VI-A Numerical Results for Known CSI (??)
	VI-B Numerical Results for SCSI of Eves (??)
	VI-C Numerical Results for Worst-Case Scenario (??)
	VI-D The Importance of Using AN
	VI-E Algorithm Convergence

	VII Conclusion
	References

